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Abstract. The plausibility of uncommon events and miracles based on 
testimony of such an event has been much discussed. When analyzing 
the probabilities involved, it has mostly been assumed that the common 
events can be taken as data in the calculations. However, we usually have 
only testimonies for the common events. While this difference does not 
have a significant effect on the inductive part of the inference, it has a large 
influence on how one should view the reliability of testimonies. In this work, 
a full Bayesian solution is given for the more realistic case, where one has a 
large number of testimonies for a common event and one testimony for an 
uncommon event. A free-running parameter is given for the unreliability of 
testimony, to be determined from data. It is seen that, in order for there to 
be a large amount of testimonies for a common event, the testimonies will 
probably be quite reliable. For this reason, because the testimonies are quite 
reliable based on the testimonies for the common events, the probability 
for the uncommon event, given a testimony for it, is also higher. Perhaps 
surprisingly, in the simple case, the increase in plausibility from testimony 
for the uncommon events is of the same magnitude as the decrease in 
plausibility from induction. In summary, one should be more open-minded 
when considering the plausibility of uncommon events.

INTRODUCTION

Is it reasonable to believe in a testimony of an uncommon event in the face 
of otherwise uniform contrary evidence from prior events? This question has 
been much discussed historically, with notable contributions from David 
Hume (Hume 1748), John Earman (Earman 2000), Peter Millican (Millican 
2013), and many others.

David Hume’s argument was not clearly formulated, but basically he 
argued that the evidence for common events (e.g., events compatible with 
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the perceived laws of nature) is so strong that the testimony for uncommon 
events (e.g., miracles or exceptions to the perceived laws of nature) is usu-
ally not strong enough evidence for the uncommon event to be believable. 
“Extraordinary claims require extraordinary evidence” is the oft-used and 
dangerously poorly-defined phrase connected to Hume’s position.

J. Earman (Earman 2000) does a systematic job of both trying to find a 
precise form for Hume’s argument and then analyzing the argument in detail, 
leading to the view that Hume’s argument is largely incorrect. Earman makes 
two important points:

(1)	 With a Bayesian calculation of inductive inference, the probability 
of an uncommon event does indeed go down with the amount of 
common events (as 1/(n+2)), but never to zero. Hence, based on in-
duction, one can hence never be certain that the uncommon will not 
happen.

(2)	 While discussing the role and reliability of testimonies for uncom-
mon events, Earman shows that the testimony can often provide 
enough credibility for the uncommon event. Notably, in considering 
the evidential force of a testimony, one needs to consider, not just 
how often witnesses are wrong in general, but what is the probability 
that the witness would make just such a particular claim and be in 
error with that claim. For example, when a witness is testifying that 
John Doe won the lottery, it is not enough to suggest that a testimony 
is in general wrong with e.g. 10% probability, but one needs to take 
into account the probability that the claim would be made about John 
Doe in particular (why just him?) and also the probability that the 
claim indeed would be erroneous.

Coming to the present work, the calculations published on the topic up 
to now assume a large amount of common events. In reality we usually have 
a large amount of testimonies for the common events. That is, we do not have 
uniform evidence against the uncommon events. What we may have is uni-
form testimony against the uncommon events or miracles. In this sense, it can 
be said, that up to now, the problem of uncommon events and their believa-
bility based on testimony has not been fully analyzed, even on the basic level.
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So, this paper will offer a full Bayesian solution for the more realistic case, 
namely, for the question: How believable is an uncommon event when we 
have a uniform mass of testimony to the contrary? The calculation can be seen 
as a baseline for further discussions on the topic, with nuances to be added 
as later as different additions and changes to the model are explored. Further 
consideration will involve considerations for several testimonies of the same 
event, the independence of the witnesses, the effects of prior beliefs against 
the uncommon event, and whether or not those testifying to a rare event are 
less trustworthy than those testifying to a common event.

In addition, the calculations will relax one common assumption in the 
discussions about uncommon events/miracles. We will not presume to know 
the probability of a testimony being wrong. Rather, we will assign a probabil-
ity for the probability of a testimony being wrong, and let the data determine 
the most probable probability for a testimony being wrong.

The word miracle can have several definitions. For the purposes of this 
paper, a miracle is taken to be just one kind of uncommon event. Hence, the 
argument presented aims to be more general, the result providing a baseline 
for inference concerning uncommon events, without concentrating on the 
particulars of different cases. The results will then apply to miracles, testi-
monies of rare natural events like winning a lottery, and rare-event measure-
ments in physics (e.g. the possibility of proton decay).

For simplicity, the paper will concentrate on a binary case of mutually 
exclusive outcomes. One outcome is taken to be common, i.e. there are more 
testimonies for that outcome than for the uncommon outcome. In cases 
where there are more than two types of outcomes, they can be grouped into 
two mutually exclusive sets, the inference proceeding in the same vein, except 
for the possible modifications to the prior probabilities used.

A further complication in the field has been that the usage of probabili-
ties in the discussion has been partial, with several authors dissecting the 
full formulas for partial arguments based on the full formulation, see e.g. 
(Ahmed 2015), with the full solution nowhere to be seen. The aim here will 
be to show the full solution for the simple default situation with few as-
sumptions. From there, different assumptions can be added whenever the 
assumptions are well grounded.
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The calculation will first be made for the case where we have several testi-
monies of common events and one testimony for an uncommon event. After 
obtaining the solution, its basic behavior as the number of testimonies for the 
common events increases will be discussed. We will then add known false 
testimonies for uncommon events to the calculation and show how the solu-
tion behaves for that case.

NOMENCLATURE AND TOOLS

Below is a table of notations used in the paper. For simplicity, the logical AND sym-
bol, ∩, is usually dropped in the probability notation between propositions.

We will be using general Bayesian methodology, which is basically find-
ing out the joint probability distribution for all the parameters relevant to the 
case and calculating the wanted probability distribution from the joint distri-
bution by using marginalization and the Bayes rule. (This approach is gener-
ally applicable and much used in the machine-learning community because 
from the joint distribution one can systematically calculate whatever proba-
bility one happens to need.)

The Bayes rule in one sense is a way to move the propositions to or from 
the condition-side inside the parenthesis of probabilities, that is, if a proposi-
tion is in the conditions-side, we can move it to the side for which probabili-
ties are calculated for (Sivia 1996; Gelman et al. 2003):
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With marginalisation, we can remove unwanted propositions from the 
parenthesis. That is, we sum over all possible values of the unwanted proposi-
tion or variable (Sivia 1996; Gelman et al. 2003):

So, if we don’t know B, we don’t need to, and often should not, assume any 
particular value for it to estimate A. Instead, we take into account all relevant 
values for B by summing the joint probability of A and B over all values of B. 
With these two tools, in principle any probability can be calculated in a sys-
tematic way, as long as the joint probability for all the relevant propositions 
can be formulated.

THE BASELINE MODEL

It can be beneficial to think of the following model and discussion in terms of 
the following simple thought-experiment: We have an urn, which may con-
tain only black (B) and white (W) balls. We have several testimonies of black 
balls (common events), drawn out of the urn, and one testimony of a white 
ball (an uncommon event). We will write down a probabilistic model for the 
case and be able to infer both the best estimates for the frequency of black and 
white balls in the urn and best estimates for the reliability of the witnesses. 
Based on these, we should be able answer the following: What is the prob-
ability that the one ball, testified to be white, was in fact white?

The general case is this: There are n testimonies t of a common event B, 
t(B)n, and one testimony for an uncommon event W, t(W). What is the prob-
ability of W being in fact true given the testimonies, ?

We will assume as little as we can about the probability of the witnesses 
being wrong, d, and about the real probability of the uncommon event hap-
pening, v. In effect, we will assign only reasonable prior probabilities for these 
probabilities and in the end let the data decide the most probable values for 
these probabilities. (These kinds of priors are often called hyperpriors in the 
data-analysis literature.) 
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For simplicity, we will use uniform priors v ~ U(0, 1),  d ~ U(0, 0.2) where 
the notation x ~ U(a, b) denotes that x is distributed uniformly between a and 
b, i.e. that the probability density for x is constant between a and b and zero 
elsewhere. With the latter prior we have assumed that in general the testimo-
nies are over 80% reliable, an assumption which will be seen to matter less 
and less as n increases. 

In this case, the joint distribution factors as (see Appendix A for details)

And the wanted probability is

where we have terms of the form (by marginalization)

where the sum is over all possible combinations of the elements of Cn, that is, 
we marginalize over all the possibilities in . 
After calculations, the terms amount to (see the Appendix A for details)

and

which are numerical functions of n. With these terms in hand, we are 
now in the position to show some results.

Results of the baseline model

To reiterate, in previous works (see e.g. (Earman 2000)), it has been shown 
that when n common events are taken as data, simple Bayesian inference with 
reasonable priors assigns a 1/(n+2) probability for the uncommon event hap-
pening. This simple case of inductive inference does not take into account the 
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testimonies for the events (common or uncommon), as is done in the current 
model.

Figure 1 shows the probability for the uncommon event, with one testimo-
ny for the uncommon event, as a function of n, the number of testimonies for 
the common event, . Perhaps surprisingly, as the number of tes-
timonies for the common event (n) grows large, the probability for the uncom-
mon event given the testimonies approaches the value 0.5 asymptotically. This 
represents a significant difference to the results of the simple inductive infer-
ence mentioned above, where the probability approaches zero asymptotically.

What is the reason for the difference of the results for the present more real-
istic model? Why does even one testimony for an uncommon event overcome 
the inductive part of the inference from the large amount of common events?

The basic reason is that, for there to be a large consistent amount of tes-
timonies for the common events, the testimonies themselves have to be reli-
able. That is, if the testimonies were unreliable, it would be unlikely to have a 
uniform set of testimonies for the common case. Rather, there would likely be 
some testimonies for the uncommon event.

Note that the available testimonies affect the likely unreliability of testimo-
nies in the model. So, if the testimonies are homogenous, it will be very likely 
that testimonies are reliable (low d), and the testimonies have a uniform source 
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(low v). So, if there are e.g. 106 testimonies for the common event, the prob-
ability for an uncommon event will be of the order of 10-6, this being the prob-
ability for an uncommon event without a testimony for it. However, if there is 
one testimony for an uncommon event, the likelihood for that testimony being 
wrong will also be of the order of 10-6.

Figure 2 shows the mean values of the probability of the uncommon event 
happening (v) and of the probability of a testimony being false (d) for n tes-
timonies for common events and one uncommon event. It is seen that as the 
number of testimonies (n) for the common event increases, the probability of 
the uncommon event decreases as expected, but at the same time the probabil-
ity of a false testimony also decreases, and roughly at the same rate. Hence, even 
one testimony for an uncommon event is able to balance out the inductive part 
of the inference and make the uncommon event almost believable.

On the other hand, if there are more past testimonies for the uncommon 
event, the inductive part of the inference will not be so strong against the un-
common events, resulting in a not-so-low v.

APPENDED CASE WITH KNOWN ERRONEOUS TESTIMONIES
Let us now append the previous case by including an l amount of false testi-
monies for the uncommon event. Our additional data is then . The 
probability we will be interested in is .
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The joint distribution will now factor as (see Appendix B for more details)

The calculations will proceed as before, with some additional terms. The 
wanted probability is again of the form

where

Results for the case with erroneous testimonies

Figure 3 shows the probability for the uncommon event given the testi-
monies for the appended case. Shown are cases with the number of known 
false testimonies l = 0, 1, 3, 10, and 50.
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Figure 4 shows the mean values of the probabilities of the uncommon 
event happening (v) and for a testimony being false (d) for cases with differ-
ent number of known false testimonies for the uncommon event.

One can see from the results that a small amount of known false testi-
monies for uncommon events does not significantly alter the believability of 
an uncommon event for which one testimony is not known to be false. For 
example, with three known false testimonies for an uncommon event and a 
large number of testimonies for common events, the probability for an un-
common event given one testimony for it is still roughly 0.2.

DISCUSSION

In the present model only a few assumptions were made and e.g. the prob-
abilities for an uncommon event and the testimonies were left open and de-
cided based on the available data. Yet, and importantly, it was assumed that 
the probability of a false testimony is symmetric, that is, that it is as likely 
for a person to make a mistake in the testimony for an uncommon as in 
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the testimony for a common event. Hence, the number of testimonies for a 
common event had a bearing on the reliability on testimonies in general and 
hence also for the testimony for the uncommon event. It might be tempt-
ing to disconnect the two probabilities or to assume that a testimony for an 
uncommon event is more likely to be false than a testimony for a common 
event. While the former is possible, it would be hard to maintain that there is 
no connection between the reliability for the testimonies of uncommon and 
common events, the disconnection possibly leading to absurd results for low 
values of n. The latter option of assuming that the testimonies for uncom-
mon events are less reliable seems biased. Because such an assumption would 
equate bringing more information to bear on the case, there should be a clear 
and agreed-on grounding for making this assumption. The author suspects 
that such an assumption is not sustainable, but leaves that for further, more 
nuanced, discussions.

For simplicity, the present model has two outcomes, a common and an 
uncommon event. In several applications, there will be many different kinds 
of common and uncommon outcomes. In this case, as noted earlier, differ-
ent kinds of common or uncommon events can be combined into a single 
set of outcomes and the analysis will then proceed the same as for the binary 
case. One may want to use a different prior distribution for v, e.g. a distribu-
tion concentrated more on values above 0.5 would give more probability for 
common outcomes, which might be reasonable if they are more numerous in 
type. However, as long as the prior is reasonable, giving a non-zero possibility 
for both outcomes, the effect of this choice will dwindle as the number of tes-
timonies increases. In this case one might also relax the assumption about the 
symmetricity of probabilities for testimonies being wrong. Whether or not 
one should relax the assumption here, depends on the model of testimony 
one might entertain. If the source of the testimony is taken to be in some 
sense intrinsically random, with errors being made uniformly from the truth 
to random outcomes, distributed uniformly to all possible outcomes, the op-
tion with more numerous outcomes will be more falsely testified-to. In cases 
where the types of common outcomes are more numerous, this would make 
uncommon events more plausible given a testimony for it, and vice versa. 
Note that the present model does not use probabilities for testimonies, but in-
stead probabilities for a testimony when the true event is known. That is, the 
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model does not use terms of the form p(t(B)), which are highly dependent 
on frequencies of occurrence, but terms of the form p(t(B)|W), which are not 
dependent on frequencies of occurrence (v). For cases where testimony is less 
random in this sense, i.e. not heavily dependent on the number of different 
possible outcomes, the present simple assumption of symmetric probability 
for false testimonies is quite plausible.

For the model with known false testimonies for the uncommon event, the 
false testimonies might be viewed as a reason to relax the symmetry of the re-
liability of the testimonies of common and uncommon events. This exercise 
and grounding thereof is also left for further study on the matter.

For most readers, the present result will be intuitively acceptable in 
well-defined and simple cases. Take the urn with black and possibly some 
white balls. However many testimonies of black balls drawn from the urn, 
already one testimony of a white ball is enough to make the claim of a white 
ball almost believable. Similarly, while most testimonies report white swans 
and black crows, a bird watcher’s testimony of a black swan or a white crow 
should be met with an open mind (Taleb 2007). Indeed, in the words of 
John Stuart Mill: “No amount of observations of white swans can allow the 
inference that all swans are white, but the observation of a single black swan 
is sufficient to refute that conclusion”. Also along these lines, the decades of 
crystallographic experiments and articles observing only periodic crystals 
should not have been taken as strong evidence against D. Shechtman’s reports 
about quasicrystals (D. Shechtman et al. 1984; Daniel Shechtman 2013).

In these easy-to-agree cases we do not have additional underlying as-
sumptions or information against the uncommon event happening, or against 
the reliability of the particular witness. The inference is based purely on in-
duction from testimonies of many common events. As was demonstrated, the 
strength of proper inductive inference from testimonies is rather weak and 
can be (almost) overcome with one (average) witness to the contrary.

Because the baseline results is 0.5 probability for an uncommon event 
based on one (normal) testimony, it is often the particulars of each case that 
decide whether or not we should believe the claim. Hence, it is not so much 
induction but additional information or assumptions about reality or about 
the reliability or unreliability of a witness that make claims about uncom-
mon events believable or unbelievable. In practice, our background knowl-
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edge leads to an intuition about the believability of a claim. Upon enlarging 
on the present baseline result, our aim will be to codify relevant parts from 
our background information to probabilistic form, enabling inference with 
transparent assumptions in each particular case.

Let us briefly consider a claim of an uncommon event which is intuitively 
almost certainly false: Let’s say you walk down the street, and a man in a tin-
foil hat tells you that the government is using orbital mind control rays to 
make everyone an unwitting slave to Beyoncé. This is the only testimony you 
have received to this effect and every other piece of testimony you have sup-
ports the negation of this claim. Should you now adopt a surprisingly high 
credence that the man in the tin foil hat is correct?

Here, we are apt to disbelieve the claim, not only because of induction, 
which would only take us to a tie, but because the particulars of the case make 
the claim unbelievable: the unfashionable hat, the lack of motive for the gov-
ernment to make Beyoncé a puppet-master of the world, most people in fact 
not being unwitting slaves to Beyoncé, the intuitive and scientific difficulties 
related to controlling particular thoughts with physical processes, let alone 
with “rays”, and so on. Each of these particulars would lower the probability 
of the claim by one to several orders of magnitude. So, we should disbelieve 
the claim, partly based on induction, and importantly because of the several 
improbable particulars.

This is of course analogous to the criminal cases in the courts. Whether 
or not a defendant has a criminal history matters only somewhat. While the 
defense attorney could bring thousands of testimonies about events of non-
criminal conduct on part of the defendant, this, the inductive part of infer-
ence, would matter little. The particulars of the case will matter much more.

Similarly, in the case of supernatural miracles, it is likely not be the in-
ductive part of inference which makes a miracle claim intuitively unbeliev-
able to many, but additional assumptions (or lack thereof) about underlying 
reality. Thus, in the case of supernatural miracles, it is likely that background 
assumptions about unbreakable natural laws and closed systems (ceteris pari-
bus assumptions), are the main reason for miracle claims being intuitively 
unbelievable.
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CONCLUSIONS

The main result of the paper is that, when we have a large amount of testi-
monies for a common event and even only one testimony for an uncommon 
event, the probability we should assign for the uncommon event is surpris-
ingly large, namely 0.5. This is assuming that, without information to the con-
trary, we are treating all the testimonies the same way, and we are not assum-
ing additional structure for reality behind the events.

The result underlines the fact that trying to put limits on what can hap-
pen or will happen in the future, based on what has been testified to have 
happened in the past, is always an uncertain form of inference, far from the 
comforting certainty often ascribed to it. Sweeping Humean claims against 
uncommon events based on numerous common events are, in fact, incorrect.

In addition, for the case with some known-false testimonies for the un-
common event, the probability for the uncommon event is lower but not sig-
nificantly so. Hence, the additional Humean argument against uncommon 
events based on some false testimonies of uncommon events does not seem 
to have much force either.

The result is also relevant for science; We should be more open to testi-
monies for “weird” empirical results which may not be in line with previous 
measurements or the current theoretical understanding. Daniel Shechtman’s 
discovery of quasicrystals represents one such case.
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APPENDIX A DETAILED CALCULATIONS 
FOR THE BASELINE MODEL

Joint factorization

Figure A1 gives the dependencies between the parameters of the model 
as a directed acyclic graph (Pearl 1997; Neapolitan 2004)



VESA PALONEN174

The arrows in the graph represent direct probabilistic dependencies be-
tween the parameters of the model. The natural factorization of the joint dis-
tribution can be read from the DAG (Neapolitan 2004) to be

Summation over possibilities of Cn

Recall that in the simple model we have two terms of the form

In this section we will calculate this term, notably the sum over all pos-
sibilities of Cn. Now

where the constant c is a product of the constant priors of v and d, and

The following is an inductive proof for the last identity:
For S2, the sum is over the possibilities 

Next, with a lower case ci we will denote the i’th element of Cn and simi-
larly for t(B)n. For Sn+1, we have
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APPENDIX B DETAILED CALCULATIONS FOR THE 
CASE WITH ERRONEOUS TESTIMONIES

Figure B1 gives the dependencies between the parameters of the model.

Again, the joint distribution can be read from the graph to be

And the wanted probability is

Where

And similarly




